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Abstract. In the CRR model we introduce a transaction cost structure which
covers piecewise proportional, fixed and constant costs. For a general utility
function we formulate the problem of maximizing the expected utility of
terminal wealth as a Markov control problem. An existence result is given
and optimal strategies can be described by solutions of the dynamic pro-
gramming equation. For logarithmic utility we provide detailed solutions in
the one-period case and provide examples for the multi-dimensional case and
for complex cost structures. For a combination of fixed and proportional
costs a fast multi-period algorithm is introduced.
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1. Introduction

In this paper our objective is the maximization of the expected utility of the
terminal wealth in the multi-period CRR model. We use this simple model
consisting of a binomial stock and a bond with constant interest rate since our
emphasis lies on the introduction of a general transaction cost structure
covering all fee structures typically observed on the market, cf. Example 2.1.
So far in discrete time mainly optimization problems involving proportional
costs have been considered, e.g. in [4], [10], [15], [19]. In [5] and for pricing e.g.
in [20] also convex costs including combinations of constant and proportional
costs are treated.

But the CRR model can be used to approximate the Black-Scholes model
in which it is allowed to invest in one stock driven by a geometric Brownian
motion and one risk-free money market. So we shall give a short overview of
the corresponding results in that continuous time model to gain some insight
in the impact of different types of transaction costs.
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Without transaction costs for logarithmic or power utility the optimal
trading strategy is given by a constant optimal risky fraction g�, the fraction
of wealth invested in the stock, see [12]. This constant fraction corresponds to
the well known Merton line. Transaction costs are then usually introduced
proportional to the size of the transaction (proportional), proportional to the
portfolio value (fixed), by paying a constant amount (constant), or as a
combination of these. Usually an infinite horizon criterion is considered, e.g.
discounted consumption or the Kelly criterion.

For proportional costs it is optimal not to trade if the risky fraction stays
in a certain interval around g�, the no trading region. Reaching the bound-
aries, infinitesimal trading occurs in such a way that the risky fraction process
just stays in that interval, see [7], [18], [1].

Because of the occurrence of the infinitesimal trading at the boundary, it
seems reasonable to add a fee for each transaction to punish frequent trading.
This was done in another line of papers which deal with constant (and pro-
portional) costs. An investor has now to choose optimal stopping times and
optimal transactions at these times. Thus methods of optimal impulse control
have to be used, see e.g. [8], [11], [14]. When the risky fraction process reaches
the boundary of the no-trading region, transactions will now be such big that
it restarts at some curve between boundary and g�.

An elegant approach is provided in [13] for purely fixed costs. They show
that for the objective of maximizing the expected asymptotic growth rate
(Kelly criterion) can be reduced to an optimal stopping problem for linear
costs for the risky fraction process. In [9] a combination of fixed and pro-
portional costs is considered using renewal theoretic arguments. A quite
general cost structure is introduced in [3], but to get explicit results they
simplify to fixed costs.

Most of the continuous time results cited above are for infinite time
horizon criteria. Exemptions are [8] and [11]. But it is numerically difficult to
compute the solutions for logarithmic and power utility. Anyway, if we trade
in discrete time some of the properties of continuous time strategies break
down. For example, since in continuous time optimal strategies in many cases
can be described by first exit times from the no-trading-region, only the
boundary of this region is important. But in discrete time we can very well
jump into the interior of the stopping regions (selling and buying region). In
particular this will make a difference when we consider costs which are only
piecewise continuous in the transaction size.

Thus, aside from the fact that trading takes place in discrete time, the
motivation to look at discrete time models is: (i) A hope for more explicit
results for finite time horizon problems, (ii) that optimal strategies might have
a different structure than in continuous time, (iii) the consideration of more
realistic transaction costs, and (iv) convergence to continuous time models.

Our emphasis lies on the introduction of a cost structure covering all the
cost structures mentioned above and also those actual cost structures in (2.2)
and (2.3), to give a rigorous existence result, and to provide examples which
highlight the dependence of the trading regions on the cost structure.

We proceed as follows: In Section 2 we introduce the basic model where
we define transaction costs in terms of the amount of money D which we
invest in the stocks. To handle more complex costs (e.g. with different rates
for different magnitudes of D) we introduce a new parameter a, the type of
trading, which can only attain finitely many values. To every a corresponds a
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fee structure, and the investor is allowed to make a feasible choice of ða;DÞ.
The introduction of the types of trading will split semi continuous costs in
continuous parts and allows to transform the feasibility conditions to com-
pact feasible state-action sets thus simplifying the derivation of existence
results for optimal strategies.

While we need the formulation in terms of D to introduce the transaction
costs in a comprehensible way, it seems – motivated by the results in con-
tinuous time–much more convenient to express the optimal strategies in terms
of the risky fraction, the fraction of the money invested in the stock. So we
will reformulate the control problem in Section 3 to controls of the form ða; gÞ
where g is the new risky fraction after the trade has occurred. For a piecewise
affine cost structure there is a one-to-one relationship between ða;DÞ
and ða; gÞ. In Section 4 we give a multi-period existence result for a general
utility function based on the solution of the dynamic programming equation
(DPE). In Corollary 4.1 we specialize the result to logarithmic utility since
we exploit the additive structure of the corresponding DPE in Sections 5
and 6.

In Section 5 we give very explicit results for the one-period problem in the
case that only types of trading �1; 0;þ1 are needed, corresponding to selling,
holding and buying stocks. The examples in Section 6 illustrate our results. In
Example 6.1 we consider a combination of constant and proportional costs
showing in the two-period case that the structure of the trading regions gets
more complicated than in the continuous time case. The main Example 6.2
provides the solution for the complex cost structure (2.2). Treating these costs
requires the concept of the types of trading and the introduction of the
piecewise affine costs.

For few periods the trading regions presented in these examples can be
computed solving the DPE recursively (DP algorithm). But since for costs
which are not purely proportional the value functions in the DPE are no
longer concave or differentiable, one has to be very careful with the choice of
maximization procedures, so the DP algorithm becomes very slow. In
Example 6.3 we sketch a fast algorithm for a combination of fixed and
proportional costs. For these the trading regions do not depend on the cur-
rent wealth and hence the optimal strategies can be described by only four
constants for each trading time, two to describe the boundaries of the trading
regions and two for the optimal new risky fractions after selling or buying
stocks.

The multidimensional case, general distributions and convergence to the
continuous time model will be postponed to subsequent publications. For the
latter not much can be expected for complex cost structures since explicit
representations of the optimal strategies in discrete time are difficult to obtain
as the examples in Section 6 show.

2. Trading under transaction costs

We consider the CRR model for N 2 IN periods: Let r � 1, u > r > d > 0,
p 2 ð0; 1Þ, and Y1 ; . . . ; Yn i.i.d. random variables on a filtered probability
space ðX;FN ; ðFnÞn¼0 ;...;N ; P Þ satisfying

p ¼ P ðYn ¼ uÞ ¼ 1� PðYn ¼ dÞ; n ¼ 1 ; . . . ;N :

Portfolio optimization under transaction costs in the CRR model 241
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We assume that ðFnÞn¼0 ;...;N is the filtration generated by ðYnÞn¼1 ;...;N . Bond
prices ðBnÞn¼0 ;...;N with interest rate r � 1 � 0 and stock prices ðSnÞn¼0 ;...;N are

given by initial prices B0 ¼ S0 ¼ 1 and

Bn ¼ rn; Sn ¼
Yn

k¼1
Yk; n ¼ 1 ; . . . ;N :

To describe the trading of an investor it suffices to know his initial wealth x > 0,
his initial risky fraction p 2 ½0; 1� (the fraction of his wealth invested in the stock),
and hisFn-measurable decisions Dn, n ¼ 0 ; . . . ;N � 1, where the transactionDn
is the additional amount of money invested in the stock at time n.

To describe the evolution of the portfolio in a Markovian way we need two
processes when considering transaction costs. We use the wealth process
ðXnÞn¼0 ;...;N and the risky fraction process ðpnÞn¼0 ;...;N . These correspond to the

portfolio value and the fractionof this valuewhich is invested in the stock before
the transaction takes place. If the investor chooses to trade he faces transaction
costs Cn which have to be paid from the bank account (bond). We assume

Cn ¼ ~cðXn;DnÞ; n ¼ 0 ; . . . ;N � 1; ð2:1Þ
where ~c : ð0;1Þ � ½0;1Þ ! ½0;1Þ and ~cðx;DÞ is continuous in x, lower semi
continuous in D with finitely many bounded jumps, and ~cð�; 0Þ ¼ 0.

Example 2:1: In Table 1 we summarize some reasonable transaction cost
structures. The constants satisfy c; d; c�; cþ; c1; c2 2 ð0; 1Þ, c1 > c2, and
C; d;C1;C2 > 0, C1 < C2.

While combinations of the first three cost structures in Table 1 cover all
examples treated typically in portfolio optimization, we would like to set up a
model that also allows to deal with more complex costs like e.g. the following
two fee structures which correspond to the rates of a German direct bank:
The constant plus piecewise proportional costs,

10:00þ

0:294%
0:280%
0:210%
0:140%
0:105%
0:070%

of jDj if

0:01 � jDj � 12500:00
12500:01 � jDj � 25000:00
25000:01 � jDj � 37500:00
37500:01 � jDj � 50000:00
50000:01 � jDj � 125000:00
125000:01 � jDj:

ð2:2Þ

or the simpler piecewise constant costs

14:99 if 0:01 � D � 10000:00
29:99 if D � 10000:01

ð2:3Þ

Note that the costs in (2.2) and (2.3) can be defined lower semi continuous in
D. Hence all the cost structures in Example 2.1 are covered by our definition
of ~c above. But for the reformulation of the control problem in Section 3 this
definition is too general. So we restrict the possible cost structures in Defi-
nition 2.1 below to costs which are piecewise affine in D.

But first we have to introduce the basic feasibility requirements. At time n,
n ¼ 0 ; . . . ;N � 1, a transaction Dn is feasible if the new wealth is strictly
positive, i.e.

Xn � ~cðXn;DnÞ > 0; ð2:4Þ
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and if no short selling occurs (neither in the stock nor in the bond), i.e.

pnXn þ Dn � 0; ð1� pnÞXn � Dn � ~cðXn;DnÞ � 0: ð2:5Þ
Using feasible transactions Dn, n ¼ 0 ; . . . ;N � 1, and initial values X0 ¼ x > 0,
p0 ¼ p 2 ½0; 1� the portfolio evolves for n ¼ 0 ; . . . ;N � 1 according to

Xnþ1 ¼ðXn � ~cðXn;DnÞ � DnÞr þ ðpnXn þ DnÞYnþ1; ð2:6Þ

pnþ1 ¼ðpnXn þ DnÞYnþ1=Xnþ1: ð2:7Þ

Definition 2.1 Transaction costs are called it piecewise affine if for some
nT 2 I N there exist �1 ¼ d�nT < . . . < d0 ¼ 0 < . . . < dnT ¼ 1 such that
for all a 2AT ¼ f�nT ; . . . ; nTg

~cðx;DÞ ¼ aaðxÞxþ baðxÞD for D 2 Ia

where the intervals Ia are given by

Ia ¼
ðda; daþ1Þ if a < 0;
f0g if a ¼ 0;

ðda�1; daÞ if a > 0;

8
<

:

and a0 ¼ b0 ¼ 0, and for a 6¼ 0 we assume that aa is non-negative and
continuous and ba is continuous with values in ð�1; 0� if a < 0 and values in
½0; 1Þ if a > 0. At D ¼ da, �nT < a < nT, the costs are given by the lower semi
continuity requirement.

We assume that from now on piecewise affine transaction costs in the
notation of Definition 2.1 are given. These might look restrictive but actually
they cover all the cases of Example 2.1. The intervals on which ~cðx; �Þ is
continuous can be open, half open or closed. To get compact sets which are
preferable for the optimization we introduce the type of trading. Thereby we
also obtain continuous cost functions and thus later on a continuous gain
function.

Definition 2.2 (i) At time n a trade ðAn;DnÞ it is given by Fn-measurable
random variables, the type of trading An and the transaction Dn with values
in AT and IR, respectively, and satisfying for all a 2AT that
fAn ¼ ag � fDn 2 �Iag, i.e. An ¼ a implies Dn 2 �Ia.

Table 1. Types of transaction costs

~cðx;DÞ Description

cjDj proportional (to the amount traded)
C if D 6¼ 0 constant
dx fixed (proportional to the portfolio value)
c�jDj if D < 0, cþjDj if D > 0 proportional with different rates
c; d if jDj � d, cjDj if jDj > d proportional with minimum cost cd
c1jDj if jDj < d, c2jDj if jDj � d proportional depending on amount traded
C1 if jDj � d, C2 if jDj > d constant depending on amount traded

Portfolio optimization under transaction costs in the CRR model 243
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(ii) For a trade the transaction costs Cn at time n are then defined by

Cn ¼
XnT

a¼�nT

aaðXnÞXn þ baðXnÞDnð Þ1fAn¼ag: ð2:8Þ

So Cn is given by ~cðXn;DnÞ if Dn 2 IAn and at the boundaries by the
continuous extension on the closed intervals �Ia, a 2AT.

(iii) A trade ðAn;DnÞ is feasible for ðXn; pnÞ if it satisfies (2.4), (2.5) with
~cðXn;DnÞ replaced by Cn as given in (2.8). We say that ðXn; pnÞn¼0 ;...;N is

controlled by the trading strategy K ¼ ðAn;DnÞn¼0 ;...;N�1 and may indicate
this by writing X K

n , pK
n , n ¼ 0 ; . . . ;N . A trading strategy is admissible if

ðAn;DnÞ is feasible for ðX K
n ; p

K
n Þ, n ¼ 0 ; . . . ;N � 1, for all initial values

x > 0, p 2 ½0; 1�.
Note that at the points where ~cðx; �Þ jumps we have now two possible types

of trading, the additional one corresponding to the higher costs. But it can
easily be shown that for a strictly increasing utility function the higher costs
cannot be optimal at this point, so we get the same optimal strategies as
before. Equations (2.6) and (2.7) yield

Lemma 2.1 For any admissible trading strategy K ¼ ðAn;DnÞn¼0 ;...;N�1

X K
n > 0; pK

n 2 ½0; 1�; n ¼ 1 ; . . . ;N ;

for all initial values x > 0, p 2 ½0; 1�.
Example 2.2. The first three cost structures in Table 1 can be combined to

~cðx;DÞ ¼ C IðxÞx1IRnf0gðDÞ þ cjDj; ð2:9Þ
where C is continuous and non-negative and c a constant in ½0; 1Þ.
E.g. choosing CðxÞ ¼ C=x, C > 0, and c > 0 yields a combination of constant
and proportional costs. Using types of trading AT ¼ f�1; 0; 1g, we obtain
for an admissible trading strategy

Cn ¼ A2
nCðXnÞXn þ AncDn

since jDnj ¼ AnDn for Dn 2 �IAn . So An ¼ �1 corresponds to selling stocks,
An ¼ 1 to buying, and An ¼ 0 to holding the stocks. Unlike in (2.9) buying or
selling 0 stocks paying fees CðXnÞXn is now possible.

3. Reformulation

Obviously (2.6) and (2.7) are not in the most favourable form to derive
optimal strategies in a dynamic programming approach. Before introducing
the optimization problem at the end of this section we hence transform the
control model of Section 2 to a much more suitable formulation in terms of
new risky fractions.

The wealth Xn and the risky fraction pn describe the portfolio value and
the fraction of this value which is invested in the stock before the transaction
takes place. It is convenient to introduce also the wealth nn and the risky
fraction gn after the transaction Dn has been executed and the fee Cn been
paid. Using admissible trading strategies ðAn;DnÞn¼0 ;...;N�1 and initial values
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X0 ¼ x > 0, p0 ¼ p 2 ½0; 1�, the portfolio then evolves for n ¼ 0 ; . . . ;N � 1
according to

nn ¼ Xn � Cn; ð3:1Þ
gnnn ¼ pnXn þ Dn; ð3:2Þ
Xnþ1 ¼ nnðr þ gnðYnþ1 � rÞÞ; ð3:3Þ

pnþ1 ¼
gnYnþ1

r þ gnðYnþ1 � rÞ : ð3:4Þ

The multiplicative structure of (3.2) is a first indicator that a reformulation
in terms of the new risky fractions g might be useful. Since for logarithmic
or power utility the optimal strategies are typically of the form that one
has to choose a constant risky fraction (corresponding to the Merton line,
see Example 4.1) it is in fact much more convenient to formulate the
control problem in terms of g. Moreover the compactness of the feasible
action sets is easier to derive. This and the factorization of the gain function
below make the use of the theory of Markov controlled processes
fruitful.

So we will consider ðAn; gnÞ as action of the investor at time n. Reformu-
lating the control model in terms of g we have to make sure that we can
replicate all admissible trading strategies. The feasibility conditions in
(2.4), (2.5) translate to

nn > 0; gnnn � 0; ð1� gnÞnn � 0: ð3:5Þ
Thus for feasible trades

gn 2 ½0; 1� ð3:6Þ
and hence 1� baðxÞgn > 0 for all a 2AT; x > 0 . So by solving (3.1), (3.2) for
Dn using (2.8) we get Dn ¼ fDðXn; pn;An; gnÞ, where

fDðx; p; a; gÞ ¼
ð1� aaðxÞÞg� p

1þ baðxÞg
x; ð3:7Þ

and gn ¼ fgðXn; pn;An;DnÞ, where

fgðx; p; a;DÞ ¼
pxþ D

x� aaðxÞx� baðxÞD
: ð3:8Þ

By (2.8) and (3.7), Cn ¼ cðXn; pn;An; gnÞ where

cðx; p; a; gÞ ¼ aaðxÞ þ baðxÞðg� pÞ
1þ baðxÞg

x: ð3:9Þ

Substituting in (3.1) yields

nn ¼
1� aAnðXnÞ þ bAn

ðXnÞpn

1þ bAn
ðXnÞgn

Xn: ð3:10Þ

Thus (3.10), (3.3) and (3.4) show that the evolution of the portfolio can be
described in terms of the new risky fractions g instead of the transactions D.
So we may think that at time n the investor has to choose an Fn-measurable
action ðAn; gnÞ in the action space

A ¼AT � ½0; 1�:
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We have to identify the actions which correspond to feasible trades. That this
is possible in a unique way is a consequence of the following easy lemma.

Lemma 3.1 Let x > 0, p 2 ½0; 1�, a 2AT. If 1� aaðxÞ þ baðxÞp > 0, then
fgðx; p; a; �Þ is strictly increasing on fD 2 I Rjx� aaðxÞx� baðxÞD > 0g.

By (3.1), (3.5), (3.6) and (3.10) the feasibility condition (2.4) is equivalent
to

1� aAnðXnÞ þ bAn
ðXnÞpn > 0: ð3:11Þ

Only the fact that (3.11) depends neither on Dn nor on gn allows us to obtain
compact feasible action sets in Definition 3.1 below. The feasibility conditions
in (2.5) are equivalent to

Dn 2 �JAn ; where �Ja ¼ ½�px; ð1� aaðxÞ � pÞx=ð1þ baðxÞÞ�:
So by Definition 2 ðAn;DnÞ is feasible if and only if (3.11) holds and

fAn ¼ ag � fDn 2 �Ia \ �Jag; a 2AT:

Furthermore (3.11) is the condition in Lemma 3. Hence for the intervals
describing feasible transactions Dn for given An it is by Lemma 3.1 sufficient to
map the boundary points to obtain the corresponding intervals for gn yielding
for the new risky fractions the feasible action sets fgðXn; pn;An; �IAn \ �JAnÞ be-
low. Note that we also use that 1� aAnðXnÞ � nn=Xn > 0 for feasible actions as
can be seen by (3.5) and (3.10).

Definition 3.1 An action ðAn; gnÞ is feasible if ðAn; gnÞ 2AðXn; pnÞ; where for
all x > 0, p 2 ½0; 1�;

Aðx; pÞ ¼ fða; gÞ 2Aja 2AT; g 2Aaðx; pÞg;

where A0ðx; pÞ ¼ fpg,

Aaðx; pÞ ¼
;; if 1� aaðxÞ � baðxÞp � 0;
fgðx; p; a;�Ia \ �JaÞ; if 1� aaðxÞ � baðxÞp > 0;

�

for a < 0, and

Aaðx; pÞ ¼
;; if 1� aaðxÞ � 0;
fgðx; p; a;�Ia \ �JaÞ; if 1� aaðxÞ > 0;

�

for a > 0.
A control strategy K ¼ ðAn; gnÞn¼0 ;...;N�1 is admissible if ðAn; gnÞ 2

AðX K
n ; p

K
n Þ for all initial values x > 0, p 2 ½0; 1� and n ¼ 0 ; . . . ;N � 1.

Note that due to fgðx; p; a; �JaÞ ¼ ½0; 1�, we have fag �Aaðx; pÞ �A. The
definition of the admissible trading strategies in Definition 2.2 (iii), and
Definition 3.1, (3.7), (3.8), Lemma 3.1 imply

Proposition 3.1 For an admissible control strategy K ¼ ðAn; gnÞn¼0 ;...;N�1 the

trading strategy defined by ~K ¼ ðAn; fDðX K
n ; p

K
n ;An; gnÞÞn¼0 ;...;N�1 is admissible

and the processes controlled by these strategies coincide.Using fg we can vice versa
construct admissible control strategies from admissible trading strategies.
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So ðXn; pnÞn¼0 ;...;N is a by K ¼ ðAn; gnÞn¼0 ;...;N�1 Markovian controlled

process, which may be indicated by writing ðX K
n ; p

K
n Þn¼0 ;...;N as we have

already done above. By Lemma 2.1 and Proposition 3.1 the controlled
processes stay in the state space

X ¼ ð0;1Þ � ½0; 1�:
A utility function is an upper-semi-continuous function U : ð0;1Þ ! IR

and our objective is maximizing the expected utility of terminal wealth

JK
N ðx; pÞ ¼ Ex;p½UðX K

N Þ� ¼ E½UðX K
N ÞjX K

0 ¼ x; pK
0 ¼ p�; ð3:12Þ

ðx; pÞ 2 X, over all admissible control strategies K, i.e. we want to find an
optimal control strategy K� ¼ ðA�n; g�nÞn¼0 ;...;N�1 which satisfies

JK�
N ðx; pÞ ¼ J�N ðx; pÞ; ðx; pÞ 2 X; ð3:13Þ

where J�N ¼ supfJK
N jK admissibleg.

The feasibility conditions which lead to the simple structure of A may not
be adequate for every utility function but they allow for the weak definition of
a utility function above and they are appropriate for logarithmic utility which
we use in Sections 5 and 6.

4. Existence

In Theorem 4.1 we give an existence result for the optimization problem
(3.12), (3.13). That this is possible relies very much on the fact that the
multifunction ðx; pÞ7!Aðx;pÞ is compact valued and the utility function up-
per semi continuous which leads to the existence of measurable selectors
which provide the optimal strategies. But we cannot employ corresponding
selection theorems directly since e.g. for using [17, Proposition 10.2] the
multifunction is not upper semi continuous if defined onX or equivalently the
corresponding sets we need in [2, Proposition 7.33] are not closed.

But relying on our special structure, the combination of the types of
trading with only finitely many values and the risky fractions out of a com-
pact set, we can use these selection theorems for each type of trading a 2AT

if we use multifunctions ðx; pÞ7!Aaðx; pÞ on a suitable domain Xa. Com-
paring these we obtain an optimal strategy.

For the proof we need some notation. The set of feasible state-action pairs
is

K ¼ fðx; p; a; gÞjðx; pÞ 2 X; ða; gÞ 2Aðx; pÞg:
The transition from n to nþ 1 using action ðAn; gnÞ is given by

ðXnþ1; pnþ1Þ ¼ f ðXn; pn;An; gn; Ynþ1Þ
with transition law f : K� fu; dg ! X, f ¼ ðfx; fpÞ,

fxðx; p; a; g; yÞ ¼
1� aaðxÞ þ baðxÞp

1þ baðxÞg
ðr þ gðy � rÞÞx;

fpðg; yÞ ¼
gy

r þ gðy � rÞ ;

cf. (3.3), (3.10), (3.4). To compute the optimal value we introduce
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V �0 ðx; pÞ ¼ UðxÞ; ðx; pÞ 2 X; ð4:1Þ
and for k ¼ 1 ; . . . ;N , Y distributed as Y1, ðx; p; a; gÞ 2K

Vkðx; p; a; gÞ ¼ E½V �k�1ðfxðx; p; a; g; Y Þ; fpðg; Y ÞÞ�; ð4:2Þ
V �k ðx; pÞ ¼ sup

ða;gÞ2Aðx;pÞ
Vkðx; p; a; gÞ; ðx; pÞ 2 X; ð4:3Þ

and to decompose the problem for each a 2AT

V a
k ðx; pÞ ¼ sup

g2Aaðx;pÞ
Vkðx; p; a; gÞ; ðx; pÞ 2 X:

Note that the time argument k in the value functions is the time to maturity.
We always use k for time to maturity and n for the trading time.

Theorem 4.1 (i) For all k ¼ 0 ; . . . ;N , V �k is finite and upper semi continuous.
Furthermore a selector uk ¼ ðu1

k ;u
2
kÞ for the general forward DPE given by

(4.2), (4.3) exists, i.e. uk is measurable, and for all ðx; pÞ 2 X,
ukðx; pÞ 2Aðx; pÞ, and

V �k ðx; pÞ ¼ E½V �k�1ðfxðx; p;u1
kðx; pÞ;u2

kðx; pÞ; Y Þ; fpðu2
kðx; pÞ; Y ÞÞ�:

(ii) The control strategy K� ¼ ðA�n; g�nÞn¼0 ;...;N�1 defined by A�n ¼ u1
N�nðX �n ; p�nÞ,

g�n ¼ u2
N�nðX �n ; p�nÞ where X �n , p�n are obtained using K� up to time n� 1, is

optimal and

J �N ðx; pÞ ¼ JK�
N ðx; pÞ ¼ V �N ðx; pÞ; ðx; pÞ 2 X:

Proof. (i) For a 2AT, let Xa ¼ fðx; pÞ 2 XjAaðx; pÞ 6¼ ;g and
wa : Xa !A; waðx; pÞ ¼Aaðx; pÞ:

V �0 is finite and upper-semi-continuous. Suppose that for some k 2 f1 ; . . . ;Ng
the same is true for V �k�1. Then V �k�1ðfxð�; �; a; �; yÞ; fpð�; yÞÞ is upper semi con-
tinuous, since fx, fp are continuous. So Vkð�; �; a; �Þ is upper semi continuous
and finite as weighted sum of these functions.

By the representation in Definition 3.1 the multifunction wa is compact-
valued for every a 2AT. Therefore Proposition 7.33 in [2] for Vkð�; �; a; �Þ
defined on fðx; p; gÞjðx; pÞ 2 Xa; g 2Aaðx; pÞg yields the existence of a mea-
surable selector gaðk; �; �Þ on Xa such that

gaðk; x; pÞ 2Aaðx; pÞ; V a
k ðx;pÞ ¼ Vkðx; p; a; gaðk; x; pÞÞ:

Therefore V a
k is finite valued. [2, Proposition 7.32] provides the upper semi

continuity of V a
k . Now, V �k is simply given as

V �k ðx; pÞ ¼ maxfV a
k ðx; pÞja 2AT;Aaðx; pÞ 6¼ ;g;

hence it is also upper semi continuous and finite valued. Note that the set
always contains V 0

k ðx; pÞ, hence the maximum exists.
To specify an optimal control we introduce

T0
a ðkÞ ¼ fðx; pÞ 2 XajV a

k ðx; pÞ � V b
k ðx; pÞ for all b 2AT; b 6¼ ag;2AT:

Note that
S

a2A T0
a ðkÞ ¼ X since X0 ¼ X. To obtain disjoint sets, define

248 J. Sass



www.manaraa.com

TaðkÞ ¼T0
aðkÞ n

[

b<a

TbðkÞ for a ¼ �nT ; . . . ;�1;

TaðkÞ ¼T0
aðkÞ n

�[

b<0

TbðkÞ [
[

b>a

TbðkÞ
�

Then a measurable selector can be defined by

ukðx; pÞ ¼
X

a2AT

ða; gaðk; x; pÞÞ1TaðkÞððx; pÞÞ; ðx; pÞ 2 X:

(ii) Let K ¼ ðAn; gnÞn¼0 ;...;N�1 be an admissible control strategy. Since the
transition laws given by fx and fp are Markovian and Yn is independent of
Fn�1, we have

JK
N ðx; pÞ ¼Ex;p½UðX K

N Þ�
¼Ex;p½Ex;p½UðfxðX K

N�1; p
K
N�1;AN�1; gN�1; YN ÞÞjFN�1��

¼Ex;p½V1ðX K
N�1; p

K
N�1;AN�1; gN�1Þ�

�Ex;p½V �1 ðX K
N�1; p

K
N�1Þ�;

and further for n ¼ 1 ; . . . ;N

Ex;p½V �n�1ðX K
N�nþ1; p

K
N�nþ1Þ�

¼ Ex;p½Ex;p½V �n�1ðX K
N�nþ1; p

K
N�nþ1ÞjFN�n��

¼ Ex;p½VnðX K
N�n; p

K
N�n;AN�n; gN�nÞ�

� Ex;p½V �n ðX K
N�n; p

K
N�nÞ�;

hence JK
N ðx; pÞ � V �N ðx; pÞ for all admissible control strategies K. By (i) the

strategy K� attains V �N , so J�N ¼ V �N and K� is optimal. (

Definition 4.1 The sets TaðkÞ, a 2AT, k ¼ 1 ; . . . ;N , defined in the proof of
Theorem 4.1 are called trading regions (at time k to maturity).

By Definition 2.1, TaðkÞ corresponds for a < 0 to a region where selling is
optimal, and for a > 0 where buying is optimal.

Since the structure for logarithmic utility U ¼ log is much simpler leading
to an additive DPE we shall now specialize the existence result. Due to the
factorization of the wealth we can define a reward function g : K�
fu; dg ! IR,

gðx; p; a; g; yÞ ¼ log
1� aaðxÞ þ baðxÞp

1þ baðxÞg

� �
þ logðr þ gðy � rÞÞ;

for which we get for a control strategy K ¼ ðAn; gnÞn¼0 ;...;N�1
JK

N ðx; pÞ ¼ Ex;p½logðX K
N Þ� ¼ logðxÞ þ Ex;p½gðX K

n�1; p
K
n�1;An�1; gn�1; YnÞ�:

Note that the first term of g corresponds to the transaction costs and the
second term to the gain/loss due to the evolution of the stock.

We introduce value functions which are more appropriate for logarithmic
utility. For ðx; pÞ 2 X, ða; gÞ 2Aðx; pÞ we define v�0ðx; pÞ ¼ 0 and for
k ¼ 1 ; . . . ;N
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vkðx; p; a; gÞ ¼E
�

gðx; p; a; g; Y Þ þ v�k�1ðfxðx; p; a; g; Y Þ; fpðg; yÞÞ
�
;

v�kðx; pÞ ¼ sup
ða;gÞ2Aðx;pÞ

vkðx; p; a; gÞ;

va
kðx; pÞ ¼ sup

g2Aaðx;pÞ
vkðx; p; a; gÞ; a 2AT;

ð4:4Þ

where (4.4) is the classic DPE when substituting the expression for v. As
above v� can be obtained as maximum of the va, a 2AT.

Corollary 4.1 Suppose U ¼ log. For the DPEs (4.4) selectors u1 ; . . . ;uN exist
which attain the supremum, i.e. denoting uk ¼ ðu1

k ;u
2
kÞ

v�kðx; pÞ ¼ vkðx; p;u1
kðx; pÞ;u2

kðx; pÞÞ; k ¼ 1 ; . . . ;N :

v�k is upper semi continuous and bounded from above, k ¼ 0 ; . . . ;N . The trading
strategy K� given by ðA�n; g�nÞ ¼ uN�nðX �n ; p�nÞ, n ¼ 0 ; . . . ;N � 1 is optimal, so

J�N ðx; pÞ ¼ JK�
N ðx; pÞ ¼ logðxÞ þ vN ðx; pÞ; ðx; pÞ 2 X:

Proof. We show that for k ¼ 0 ; . . . ;N ,

v�kðx; pÞ ¼ V �k ðx; pÞ � logðxÞ; ðx; pÞ 2 X;

V � defined like in Section 4. That is by definition true for k ¼ 0. Suppose it
holds for some k < N . Then

V �kþ1ðx;pÞ ¼ sup
ða;gÞ2Aðx;pÞ

E½V �k ðfxðx;p;a;g;Y Þ;fpðg;Y ÞÞ�

¼ sup
ða;gÞ2Aðx;pÞ

E½logðfxðx;p;a;g;Y ÞÞþ v�kðfxðx;p;a;g;Y Þ;fpðg;Y ÞÞ�

¼ logðxÞþ sup
ða;gÞ2Aðx;pÞ

E½gðx;p;a;g;Y Þþ v�kðfxðx;p;a;g;Y Þ;fpðg;Y ÞÞ�

¼ logðxÞþ v�kðx;pÞ:
Hence the existence of an optimal strategy K� and J�N ðx; pÞ ¼ logðxÞ þ v�kðx; pÞ
follows from Theorem 4.1 Further ðx; p; a; gÞ 2K implies 1� cðx; p; a; gÞ=
x < 1, hence

gðx; p; a; g; yÞ ¼ logð1� cðx; p; a; gÞ=xÞ þ logðr þ gðy � rÞÞ
� 0þ logðr þ ðu� rÞÞ ¼ logðuÞ:

Thus the value functions v�k are bounded from above. (
Remark 4.1 (i) If we can determine the selectors ga, a 2AT, then the proof

of Theorem 4.1 is constructive. The same applies to Corollary 4. We will
exploit this fact in Section 6.

(ii) Note that for logarithmic utility we have all ingredients for the formu-
lation as a decision model like e.g. specified in [17]: The state space X, the
action space A, the feasible actions Aðx; pÞ given ðx; pÞ 2 X, the mea-
surable set K of feasible state-action pairs, the transition law f , and a
measurable reward function g : K! IR. Nevertheless, even for loga-
rithmic utility the selection results cannot be used directly as pointed out
above. It is easier to do it for each type of trading.
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(iii) Under transaction costs there are different ways to evaluate the terminal
wealth, compare the discussion in [16]. We take at the terminal time the
utility of the current wealth thus assuming that the investor can liquidate
his position in the stocks without paying transaction costs. If instead we
require that the investor has to sell all his stocks we get further feasibility
conditions on the control strategy corresponding to the requirement that
the investor can afford the transaction fees at the terminal time. Using
that criterion we had time dependent feasible state-action sets Aðn; x; pÞ.

Example 4.1. Suppose U ¼ log and that no transaction fees have to be paid.
In our model we have to use at least types of trading AT ¼ f�1; 0;þ1g. But
without costs

E½gðx; p; a; gÞ� ¼ p logðr þ gðu� rÞÞ þ ð1� pÞ logðr þ gðd � rÞÞ;
hence a maximization in g yields the optimal risky fraction

ĝ ¼ ðE½Y � � rÞr
ðu� rÞðr � dÞ ð4:5Þ

and the optimal type of trading a ¼ signðp� ĝÞ. The optimal value v�1ðx; pÞ ¼ E
½logðr þ ĝðY � rÞÞ� does not depend on x; p; a. In the next period by Corollary
4.1 we hence have to carry out the same maximization as above yielding again
ĝ. By induction vkðx; pÞ, k 2 IN , does not depend on x; p and hence ĝ is always
the unique optimal choice.

5. Selling, buying, and holding in one period

To illustrate the structure of the trading regions depending on the transaction
costs we concentrate from now on on logarithmic utility. In this section we
discuss the case of one period in which some explicit results can be derived.
To simplify the notation we denote e.g. g ¼ g0, a ¼ A0, Y ¼ Y1, v ¼ v1 etc. and
we concentrate on the transaction costs of Example 2.2 which by (3.9) become

cðx; p; a; gÞ ¼ a2CðxÞ þ acðg� pÞ
1þ acg

x: ð5:1Þ

So we now have simply AT ¼ f�1; 0;þ1g, where a ¼ 1 corresponds to
buying stocks, a ¼ �1 to selling, and a ¼ 0 to holding the stocks (no trading).
For a 2 f�1;þ1g we define ra ¼ ð1þ acÞr.

Assumption 5.1 We assume that

(A1) u > rþ1 and r�1 > d,
(A2) rþ1�d

u�d � p � ðr�1�dÞu
r�1ðu�dÞ,

The condition (A1) rules out arbitrage possibilities (for the bank). (A2) is
not essential but it reduces the number of cases we have to consider. It means
that we consider moderate stocks for which the optimal risky fractions after
buying or selling defined in (5.2) lie in ½0; 1�. That the interval is not empty can
be seen as a condition on c. e.g. c � ðu� rÞðr � dÞ=ðrðuþ dÞÞ is sufficient for
the existence of a p satisfying (A2).

In Lemma 5.2 and Theorem 5.1 we prove that the optimal risky fractions
after selling and buying are given by the constants
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ĝa ¼
ðE½Y � � raÞr

ðu� raÞðra � dÞ � acðE½Y � � raÞr
; a 2 f�1;þ1g: ð5:2Þ

Lemma 5.1 (i) 0 � E½Y � � ra � ðu� raÞðra � dÞ=ra, a 2 f�1;þ1g.
(ii) ðu� raÞðra � dÞ � acðE½Y � � raÞr > 0, a 2 f�1;þ1g.
(iii) ĝa 2 ½0; 1�, a 2 f�1;þ1g, and ĝþ1 � ĝ � ĝ�1, where ĝ is given in (4.5)

and equality holds if and only if c ¼ 0.

Proof. (i) follows from Assumption 5.1. (ii) can be derived using (i) and for
a ¼ þ1 also ðu� rþ1Þðrþ1 � dÞ > ðu� rÞðr � dÞ and 1� cr=rþ1 ¼ 1=ð1þ cÞ.
(iii) follows directly from the definition of ĝa in (5.2) using (ii). (

Note that the feasible action sets simplify to

A�1ðx; pÞ ¼½0;minf1; p=ð1� CðxÞg� if 1� CðxÞ � cp > 0; ð5:3Þ
Aþ1ðx; pÞ ¼½p=ð1� CðxÞÞ; 1� if 1� CðxÞ > 0: ð5:4Þ

Lemma 5.2 Suppose a 2 f�1;þ1g, ðx; pÞ 2 X satisfy Aaðx; pÞ 6¼ ;. Then

(i) ĝa is the unique maximum of vðx; p; a; �Þ on ½0; 1�.
(ii) vaðx; pÞ ¼ vðx; p; ĝaÞ if ĝa 2Aaðx; pÞ.
(iii) ĝa 62Aaðx; pÞ implies v0ðx; pÞ > vðx; p; a; gÞ for all g 2Aaðx; pÞ.

Proof. (i) For a 2AT,

@gvðx; p; a; gÞ ¼ � ac
1þ acg

þ E
h Y � r

r þ gðY � rÞ
i
;

¼
ðE½Y � � raÞ �

�
ðu� raÞðra � dÞ � acðE½Y � � raÞr

	
g

ð1þ acgÞðr þ gðu� rÞÞðr � gðr � dÞÞ :

Since g 2 ½0; 1� the denominator is strictly positive. Using Lemma 5.1 (ii) it
hence follows that @gvðx; p; a; gÞ <;¼; > 0 if g >;¼; < ĝa. So ĝa is the unique
maximum. Due to Lemma 5.1 (iii) it lies in ½0; 1�. (ii) follows from (i).

(iii) Suppose ĝ�1 62A�1ðx; pÞ and g 2A�1ðx; pÞ. Then 1� CðxÞ > 0 and
ĝ�1 � p=ð1� CðxÞÞ > g. Therefore

vðx; p;�1; gÞ < vðx; p;�1;p=ð1� CðxÞÞÞ ð5:5Þ

since vðx; p;�1; �Þ is strictly increasing on ½0; g�1� as we showed in (i) above.
Due to

vðx;p;�1;p=ð1�CðxÞÞÞ�logð1�CðxÞÞþE½logðrþp=ð1�CðxÞÞðY�rÞÞ�
¼E½logðð1�CðxÞÞrþpðY�rÞÞ�
�E½logðrþpðY �rÞÞ�¼v0ðx;pÞ

the claim follows for a ¼ �1 from (5.5); and for a ¼ þ1 by an analogous
argument.

Lemma 5.2 (iii) implies that trading can only be optimal, if ĝa 2Aaðx; pÞ
for a ¼ �1 or a ¼ þ1. In these cases (5.3), (5.4) imply p � ĝ�1ð1� CðxÞÞ and
p � ĝþ1ð1� CðxÞÞ, respectively. This simplifies the search for the boundaries
of the trading regions for whose description we introduce (using inf ; ¼ 1,
sup ; ¼ �1)
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p�1ðxÞ ¼ inffp 2 ½ĝ�1ð1� C IðxÞÞ; 1�jv�1ðx; pÞ > v0ðx; pÞg;
pþ1ðxÞ ¼ supfp 2 ½0; ĝþ1ð1� CðxÞÞ�jvþ1ðx; pÞ > v0ðx; pÞg;

and TaðxÞ ¼ fp 2 ½0; 1�jðx; pÞ 2Tag, where Ta was defined in the proof of
Theorem 4.1. The thresholds for T�1ðxÞ, Tþ1ðxÞ to be empty will be

C�1 ¼ð1� cÞ
�
1�

� ðr�1 � dÞu
r�1ðu� dÞp

�p� dðu� r�1Þ
r�1ðu� dÞð1� pÞ

�1�p
�
;

Cþ1 ¼1�
� r�1 � d
ðu� dÞp

�p� u� r�1
ðu� dÞð1� pÞ

�1�p
:

Theorem 5.1 For all x > 0

(i) For all p 2 ½0; 1� an optimal action is given by ða�; g�Þ ¼ uðx; pÞ, where

uðx; pÞ ¼ ða; ĝaÞ; if p 2TaðxÞ, a 2 f�1;þ1g,
ð0; pÞ; if p 2T0ðxÞ,

�

where

Tþ1ðxÞ ¼ ½0; pþ1ðxÞÞ; T�1ðxÞ ¼ ðp�1ðxÞ; 1�:
Further T0ðxÞ ¼ ½0; 1� n ðTþ1ðxÞ [T�1ðxÞÞ 	 ½ð1� C IðxÞÞĝþ1; ĝ�1�.

(ii) v�ðx; �Þ is continuous.
(iii) TaðxÞ ¼ ; if and only if GammaðxÞ � Ca, a 2 f�1;þ1g.
(iv) ĝþ1 � ĝ � ĝ�1 where equality holds if and only if c ¼ 0.
(v) pþ1ðxÞ � ĝþ1 and ĝ�1 � p�1ðxÞ where equality holds if and only if

CðxÞ ¼ 0.

Proof. Since x is fixed we drop it as argument to simplify our notation.

(a) For a 2 f�1;þ1g we define ha : fp 2 ½0; 1�j1� Cþ acp > 0g ! R by

haðpÞ ¼ vðx; p; a; ĝaÞ � vðx; p; 0; pÞ:

So Ta ¼ fp 2 ½0; 1�jAaðx; pÞ 6¼ ;; haðpÞ > 0g. Due to Lemma 5.2 (iii)
Aaðx; pÞ 6¼ ; and haðpÞ > 0 imply p � ð1� C IÞĝ�1 for a ¼ �1 and
p � ð1� C IÞĝþ1 for a ¼ þ1. Therefore T�1 � ½p�1; 1� and Tþ1 � ½0; pþ1�.
We compute

@phaðpÞ ¼
ac

1� Cþ acp
þ E

h Y � r
r þ pðY � rÞ

i

¼
wap�

�
E½Y � � raÞ � ðE½Y � � rÞ

	
rC

ð1� Cþ acpÞðr þ pðu� rÞÞðr � pðr � dÞÞ ;
where

wa ¼ ðu� raÞðra � dÞ � acrðE½Y � � raÞ � ðu� rÞðr � dÞ C: ð5:6Þ
The denominator is strictly positive. If wa ¼ 0 the sign of @pha is constant. In
the case wa > 0

@phaðpÞ < ð¼; >Þ0 for p < ð¼; >Þ p0;a ð5:7Þ
and if wa < 0
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@phaðpÞ > ð¼; <Þ0 for p < ð¼; >Þ p0;a; ð5:8Þ
where

p0;a ¼
�
ðE½Y � � raÞ � ðE½Y � � rÞC

	
r=wa:

Note that p0;a might not lie in the domain of ha.

(b) If p�1 ¼ inffp 2 ½ð1� C IÞĝ�1; 1�jh�1ðpÞ > 0g ¼ 1 then T�1 ¼ ; ¼
ðp�1; 1�. And Tþ1 ¼ ; if pþ1 ¼ supfp 2 ½0; ð1� CÞĝþ1� jhþ1ðpÞ > 0g
¼ �1. So for each a 2 f�1;þ1g we have only to consider the case
pa 2 ½0; 1�:

(c) pa 2 ½0; 1� implies haðpaÞ ¼ 0 since ha is continuous and
haðð1� CÞĝaÞ � 0.

(d) Suppose C ¼ 0. Then p0;a ¼ ĝa, wa > 0 by Lemma 5.1 (ii), and haðĝaÞ ¼ 0.
From (5.7) hence follows h�1ðpÞ > 0 for all p 2 ðĝ�1; 1�. So p�1 ¼ ĝ�1 ¼
p0;�1 and T�1 ¼ ðp�1; 1�. From (5.7) also follows Tþ1 ¼ ½0; pþ1Þ analo-
gously. So T0 ¼ ½pþ1; p�1� ¼ ½ĝþ1; ĝ�1�.

(e) Suppose C > 0. By (a) p�1 � ð1� CÞĝ�1 and pþ1 � ð1� CÞĝþ1. As in the
proof of Lemma 5.2 haðð1� CÞĝaÞ < 0. Therefore the structure of @pha
derived in (a) and (c) imply

@phþ1ðpþ1Þ < 0 and @ph�1ðp�1Þ > 0: ð5:9Þ

Since h�1ðĝ�1Þ < 0 and ð1� CIÞĝ�1 < ĝ�1, (a) and (c) even imply

pþ1 < ð1� CÞĝþ1 < ĝ�1 < p�1 ð5:10Þ
Furthermore, because p0;a ¼ ðĝn

a � C I ĝnÞ=ðĝd
a � C I ĝdÞ, where ĝn

a, ĝn, ĝd
a , ĝd

denote the numerators and denominators in the representations (5.2), (4.5),
and because by Lemma 5 (iii) ĝþ1 � ĝ � ĝ�1, it is easy to see that

p0;�1 � ð�Þĝ�; if w�1 < ð>Þ0;
p0;þ1 � ð�Þĝþ; if wþ1 < ð>Þ0:

ð5:11Þ

(e1) Suppose wa < 0. Then for a ¼ �1 we have p0;�1 � ĝ�1. Thus (5.8)
implies that @ph�1ðpÞ < 0 for all p > ĝ�1 hence T�1 ¼ ;. For a ¼ 1 we have
ĝþ1 � p0;þ1 hence @phþ1ðpÞ > 0 for all p < ĝþ1 yielding Tþ1 ¼ ;.

(e2) Suppose wa > 0. For a ¼ þ1 we have p0;þ1 � ĝþ1 by (5.11). If
pþ1 > �1 it follows by (5.9) and (5.7) that @phþ1ðpÞ < 0 for all p � pþ1
hence Tþ1 ¼ ðpþ1; 1�. For a ¼ �1 using p0;�1 � ĝ�1 it follows similarly that
T�1 ¼ ðp�1; 1� if CðxÞ < 1� c. But in the case C � 1� c the domain of h�1 is
only ½0; ð1� CÞ=c� and outside of this domain selling cannot be optimal
(ruined by the transaction costs). So if p�1 would exist in ½0; 1� we can have a
shorter interval for T�1 than claimed. But h�1ðpÞ ! �1 if p! ð1� CÞ=c.
Therefore @phaðpÞ < 0 for all ð1� CÞ=c� e < pjð1� CÞ=c for some e > 0. So
(5.7) implies p0;�1 � ð1� CÞ=c and therefore @ph�1ðpÞ < 0 for all p in the
domain of h�1. So T�1 ¼ ; by (5.9).

(e3) Suppose wa ¼ 0. Then @pha has always the same sign. Thus by (5.9)
pþ1 > �1 implies @phþ1 < 0 and thereby Tþ1 ¼ ½0;pþ1Þ. Similarly p�1 <1
implies T�1 ¼ ðp�1; 1� if C < 1� c. With the same argument as in (e2) the
derivative has to be negative in the case C � 1� c, hence T�1 ¼ ;.
(i) follows now from (d). . . (e3) and Corollary 4. In ( ii) v�ðx; �Þ is continuous

since haðpaÞ ¼ 0 and va, v0 are continuous. For (iii) a lengthy computation

254 J. Sass



www.manaraa.com

yields that the conditions are equivalent to h�1ð1Þ > 0 and hþ1ð0Þ > 0,
respectively. (iv) is Lemma 5.3 (iii), and (d) for C ¼ 0 and (10) for C > 0
yield (v).

Without proof we state some further properties of the boundaries of the
trading regions.

Proposition 5.1

(i) If C is constant (fixed costs), so is pa, a 2 f�1;þ1g.
(ii) Suppose C is strictly decreasing. Then p�1 is strictly decreasing

on fx > 0jT�1ðxÞ 6¼ ;g and pþ1 is strictly increasing on
fx > 0jTþ1ðxÞ 6¼ ;g.

(iii) Moreover limx!1 CðxÞ ¼ 0 implies limx!1 paðxÞ ¼ ĝa, a 2 f�1;þ1g.

6. Some examples

For all examples we use U ¼ log and the parameters

u ¼ 1:25; d ¼ 0:8; r ¼ 1:04; p ¼ 0:6:

Without transaction costs the optimal risky fraction, see Example 4.1, is
ĝ ¼ 0:619048.

Example 6.1. We consider a combination of constant and proportional costs
given by (5.1) with CðxÞ ¼ 10=x and c ¼ 0:002, or in the notation of (2.8) by
aaðxÞ ¼ a210=x, baðxÞ ¼ 0:002a for a 2 f�1; 0;þ1g. For one period the
trading regions are plotted in Figure 1 (a). The no-trading region, the selling
region and the buying region are indicated by NT , S, and B, respectively. For
initial values p ¼ 0:8 and p ¼ 0; 4 the optimal new risky fraction lies on the
upper dotted line (selling) and on the lower dotted line (buying). Like stated
in Theorem 5.1 the optimal new risky fraction depends neither on x nor on p
if we trade at all.

The trading regions for two periods are given in Figure 1 (b). For their
computation we use the DPE in Corollary 4.1 They look similar to the one-
period case. But we observe that the trading regions for selling and buying
split up in T�1 ¼ S1 [ S2 and Tþ1 ¼ B1 [ B2, respectively. Actually, S1 cor-
responds to subsequent trading ð0; 0Þ, S2 to ð�1; 0Þ, B1 to ð0; 0Þ, and B2 to

Fig. 1. Constant and proportional costs in (a) one period and (b) two periods
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ð0; 1Þ, where ðau; adÞ means that we choose in the next period the type of
trading au if the stock prices go up and ad if they go down.

This is due to the fact that with increasing wealth the constant costs
become relatively small, hence at some point it might be optimal to do an-
other trade in the next period. At these points the boundaries between the
trading regions are not differentiable (as functions in x) and we can observe a
jump in the optimal new risky fractions (dotted curves as above). Further-
more, what cannot be seen from the figure, if we do another trade in the next
period, the optimal risky fraction is no longer constant in x and there is
a small dependence on p, hence the boundary between S1 and S2 is not
vertical.

Example 6.1 shows that many of the properties derived for one period do
not carry over to the multi-period case. In the next example we consider a
more complex cost structure for which even in one period the nice properties
derived in the last section do not hold.

Example 6.2. We now consider the constant plus piecewise proportional costs
of Example 2.1. So we have 13 types of trading a 2 f�6 ; . . . ; 6g and use
transaction costs which are in the notation of (2.8) given by

aaðxÞ ¼ signðaÞ210; baðxÞ ¼ signðaÞcjaj;
where c ¼ 10�3ð0; 2:94; 2:8; 2:1; 1:4; 1:05; 0:7Þ>. For one period the trading
regions in Figure 2 are computed using the DPE in Corollary 4.1.

Now we observe that the buying and selling regions split in several sub-
regions which correspond to a certain level of the proportional costs. Again
we included the optimal risky fractions for initial p ¼ 0:8 and initial p ¼ 0:4.
So when we increase x for fixed p ¼ 0:8 it is for small x not optimal to sell,
hence the optimal risky fraction (upper dotted curve) coincides with the initial
risky fraction. Then we reach the selling region S1 ¼T�1 and a certain
constant new risky fraction is optimal. But with increasing x the corre-
sponding transaction volume increases so we get closer to the interval where
lower proportional costs have to be paid. If we are quite close it is optimal to
sell more stocks such that the transaction is bigger and we only have to pay

Fig. 2. Trading regions in one period for Example 6.2
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these lower costs, corresponding to reaching S2 ¼T�2 and a jump in the
optimal risky fraction. With increasing x we have to sell less stocks to get in
favour of the lower costs, so the new risky fraction grows linearily until we
reach the new constant optimal risky fraction corresponding to the lower
costs. For the next two jumps in the costs we do not reach this constant
fraction but for a ¼ �5;�6 the risky fraction becomes constant for x high
enough.

In Example 6.2 we could compute the trading regions for more periods
using the DPE. We then observe that the regions split also depending on
which subsequent trading is optimal, like we saw it in Example 6.1 for two
periods. But due to the 13 types of trading and the maximization step in the
recursion the algorithm needs some time. In the next example we consider fees
for which the structure of the trading regions becomes much simpler and
hence a fast algorithm can be implemented.

Example 6.3. We consider a combination of fixed costs d 2 ð0; 1Þ and pro-
portional costs c 2 ½0; 1Þ, so

aaðxÞ ¼ a2d; baðxÞ ¼ ac; a 2 f�1; 0; 1g:
Then the reward function g and hence the selectors ga, the boundaries pa, and
value functions v do not depend on x. In fact we have
J�N ðx; pÞ ¼ logðxÞ þ v�N ðpÞ, where v�N ðpÞ ¼ supða;gÞ2Aðx;pÞ vN ðp; a; gÞ,

vN ðp; a; gÞ ¼ logð1� a2dþ acpÞ
� logð1þ acgÞ þ E½logðð1� gÞrs þ gY1 . . . YsÞ�
þ logð1� A2

sdþ AscpsÞ þ wAsðN � sÞ;
where

s ¼ inffn > 0


 pt 62 ½pþ1ðnÞ; pþ1ðnÞ�g ^ N ;

As ¼ �1 if ps > p�1ðsÞ and As ¼ þ1 if ps < pþ1ðsÞ, where

pn ¼
gY1 . . . Yn

ð1� gÞrn þ gY1 . . . Yn
;

on fs � ng. By an induction it can be seen that wað0Þ ¼ 0 and

waðkÞ ¼ va
kðpÞ � logð1� a2dþ acpÞ; k ¼ 1 ; . . . ;N � 1;

do not depend on p, and hence the maximization over g yields an optimal
gaðNÞ which is also independent of p.

So at time k to maturity there exist for each a 2 f�1; 1g constant optimal
gaðkÞ, boundaries of the trading regions paðkÞ, and optimal values waðkÞ.
Going backwards and having computed these optimal constants for
k ¼ 1 ; . . . ;N � 1, a 2 f�1;þ1g, the new constants at time N can be com-
puted using (6.1). This backward algorithm is much faster than using the DP
algorithm directly since we cannot compute the value functions v� explicitly
hence we had to use maximization steps in the recursion for solving the
DPE.

For fixed and proportional costs d ¼ 0:0001 and c ¼ 0:002 we observe that
for one period the corresponding trading regions in Figure 3 (a) do not
depend on x or p, a feature that also holds in the multi-period case as ex-
plained above. In Figure 3 (b) the corresponding optimal boundaries
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depending on the time to maturity are plotted for 10 periods and in Table 2
some of the corresponding values up to 30 periods are given.

For the algorithm to work as described we need to impose some condi-
tions on the terms in (6.1) which depend on g, if we want to make sure that
the optimal risky fractions always lie in ½0; 1�, as we did in Assumption 5.1
(A2) for the one-period case.
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